Лекция 4. Линейные методы: LDA/QDA, линейные разделяющие функции
1) Идея линейных методов
Мы хотим построить правило классификации, которое разделяет классы в пространстве признаков .
Линейный классификатор принимает решение по знаку линейной функции:

· если → класс 
· если → класс 
Граница решений — гиперплоскость:


2) Дискриминантные функции (общий подход)
Для многоклассового случая строят набор функций , по одной на класс, и выбирают максимальную:

Линейный случай:


3) Генеративная модель и вывод LDA/QDA
LDA/QDA — это вероятностные (генеративные) классификаторы, основанные на предположении:

и априорах . Решение по Байесу:

Логарифм гауссовой плотности

Константу можно отбросить (она одинакова для всех классов).

4) QDA: квадратичный дискриминантный анализ
Если каждый класс имеет свою ковариацию , то дискриминантная функция содержит квадратичный член:

Границы между классами получаются квадратичными (эллипсы/параболы/гиперповерхности).
Плюсы QDA: гибче, лучше при разных формах облаков.
Минусы: много параметров → легко переобучается при малом числе данных.

5) LDA: линейный дискриминантный анализ
Если предположить, что ковариации одинаковы:

то квадратичные члены частично сокращаются, и получается линейная дискриминантная функция:

Это линейная функция по .
Значит границы решений — гиперплоскости.
Плюсы LDA: устойчивее на малых данных, быстрый и простой.
Минусы: если ковариации классов сильно различаются, качество падает.

6) Двухклассовая граница LDA (в явном виде)
Для двух классов LDA часто записывают как:

где

Априоры двигают порог и границу решений.

7) Оценка параметров по обучающим данным (MLE)
Пусть в классе есть объектов.
Среднее:

Ковариация класса (для QDA):

Общая ковариация (для LDA, pooled):


8) Линейные разделяющие функции и геометрический смысл
· Вектор перпендикулярен разделяющей гиперплоскости.
· Чем больше , тем “увереннее” решение.
· Если данные хорошо разделимы линейно, линейные методы дают простую интерпретируемую границу.

9) Fisher LDA как метод проекции (размерность и разделимость)
Есть ещё “LDA” как метод снижения размерности (Fisher’s LDA).
Ищем направление , которое:
· увеличивает расстояние между средними классов,
· уменьшает разброс внутри классов.
Для двух классов:

где — матрица внутриклассового рассеяния. Оптимум:

Это связано с формулой в LDA-классификаторе.

10) Практические замечания
1) Нормализация признаков
Часто улучшает устойчивость (особенно если признаки разных масштабов).
2) Малые выборки и “плохая” ковариация
Если велико, может быть вырожденной. Тогда используют:
· регуляризацию (shrinkage),
· уменьшение размерности (PCA),
· добавление : .
3) Дисбаланс классов
Учитывайте априоры или используйте cost-sensitive настройку.
4) LDA vs QDA — выбор
· мало данных → чаще LDA
· много данных и “разные формы” классов → QDA

